Shape Representation via Best Orthogonal Basis Selection
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Abstract. We formulate the problem of finding a statistical representation of shape as a best basis selection problem in which the goal is to choose the basis for optimal shape representation from a very large library of bases. In this work, our emphasis is on applying this basis selection framework using the wavelet packets library to estimate the probability density function of a class of shapes from a limited number of training samples. Wavelet packets offer a large number of complete orthonormal bases which can be searched for the basis that optimally allows the analysis of shape details at different scales. The estimated statistical shape distribution is capable of generalizing to shape examples not encountered during training, while still being specific to the modeled class of shapes. Using contours from two-dimensional MRI images of the corpus callosum, we demonstrate the ability of this approach to approximate the probability distribution of the modeled shapes, even with a few training samples.

1 Introduction

The statistical study of anatomical shape variability in medical images allows for the morphometric characterization of differences between normal and diseased populations [1–3], the detection of shape changes due to growth or disease progression [4,5], the construction of models capable of automatically segmenting and labelling structures in images [6,7], and the estimation of missing shape features from observed ones [8].

A space of high dimensionality is typically needed to represent shapes in medical images faithfully. With the limited availability of training samples, the statistical shape modeling and analysis task becomes infeasible in the original high dimensional space. This problem has traditionally been approached by applying dimensionality reduction methods, such as principal component analysis (PCA), to yield a compact shape representation (shape descriptor) with a small number of parameters that can estimated easily from the training samples. However, with the limited availability of training samples, PCA becomes sensitive to noise and data outliers, and it allows only a small number of degrees of freedom for the shape descriptor, which makes it unable to generalize to valid shape instances not encountered during training.

In this work, we propose the use of the best orthogonal basis selection framework of Coifman and Wickerhauser [9] to decide a multi-resolution shape
representation that is optimal according to an application-dependent criterion. Multi-resolution analysis offers a shape representation with a large number of degrees of freedom by analyzing shape at different scales independently [10]. For example, wavelet packets (WPs) — of which the discrete wavelet transform is a special case — offers a large library of complete orthonormal bases, each of which capable of linearly mapping shape onto a different multi-resolution feature space. This library can be searched for the optimal basis according to a criterion that depends on the shape analysis task at hand. We demonstrate the use of this basis selection framework for approximating the probability density function (pdf) of a class of shapes by minimizing the entropy of WP coefficients [11]. This yields wavelet coefficients that are as decorrelated as possible, and therefore, coupled with a Gaussian assumption, allows the expression of the pdf as the product of lower dimensional pdfs that can be estimated more accurately from the limited available training samples. Such estimates of shape pdfs are useful for computing the likelihood of shapes in classification problems, and can constitute a shape prior to be used in generative models for shape segmentation and estimation tasks.

The rest of the paper is organized in four sections. In Section 2, we explain our shape representation and review the use of PCA for shape modeling and analysis. In Section 3, we present the details of our approach with a brief overview of wavelet packets and best basis selection. In Section 4, using contours of two-dimensional (2D) corpora callosa extracted from MRI images, we demonstrate the ability of our approach to approximate the pdf of the modeled shapes even with a few training samples. In Section 5, we explain how our approach is readily extendable to 3D images and we present an outlook for future work.

2 Shape Descriptors using PCA

A continuous shape instance in \( \mathbb{R}^d \) may be represented by a map from a \( d \)-dimensional reference space to the shape space, \( \psi : \mathbb{R}^d \rightarrow \mathbb{R}^d \). For example, in case of 3D shapes, \( d = d_r = 3 \) with \( \psi \) defined for each shape instance as the deformation map that registers this instance to a reference template [3]. For the sake of simplicity, we will restrict our discussion to shapes represented by a closed 2D contour which therefore, may be defined by \( \psi : (0, 1) \rightarrow \mathbb{R}^2 \) (\( d_r = 1, d = 2 \)), with values in \([0, 1]\) being the normalized distance along the contour.

Assume that \( n_s \) examples are available from \( \mathcal{C} \), the class of shapes of interest. Also, assume that Procrustes alignment was performed on the shapes to remove effects of translation, rotation, and scaling [6]. A uniform sampling of the interval \([0, 1]\) with \( n_p \) points (\( n_p = 2^K \), and \( K \) a positive integer) is achieved by piece-wise constant speed reparameterization of the original contours obtained via manual or automatic landmark selection. Let the coordinates \( \{(x_i, y_i)\}_{i=1}^{n_s} \) of the resulting points around the contour be concatenated into a vector \( \mathbf{x} = [x_1, \ldots, x_{n_s}, y_1, \ldots, y_{n_s}]^T \in \mathbb{R}^n \) (\( n = 2n_p \)). Therefore, the set \( \mathcal{T} = \{\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_{n_s}\} \), may be regarded as \( n_s \) independent realizations of a random vector \( \mathbf{X} \) with an unknown pdf, \( f_{\mathbf{x}} \).

For anatomical shapes, \( n_s \ll n \) which makes shape analysis impractical or even infeasible in the original \( n \)-dimensional space. However, if \( \mathcal{C} \) has an intrinsic dimensionality \( m \ll n \) (e.g., due to correlations between the shape point coordinates), the analysis may be performed in a low-dimensional subspace \( \mathcal{Q} \) of \( \mathbb{R}^n \), which we hope to include \( \mathcal{C} \). To analyze data in \( \mathcal{Q} \), a map \( \mathcal{V} : \mathbb{R}^n \rightarrow \mathcal{Q} \) must
be defined. In this work, we restrict our attention to linear maps which can be defined by an invertible real $n \times n$ matrix $A$, whose columns are basis vectors spanning $\mathbb{R}^n$. Let $X = AV$. The map $V$ is decided by choosing $A^*$ as the optimal basis matrix according to some criterion that measures the efficiency of the basis with respect to $T$, followed by selecting a collection $\{a_i^T\}_{i=1}^n$ from among its columns.

Applying PCA to $T$, yields the matrix $A_{\text{pca}}^*$ whose columns are the eigenvectors of the sample covariance matrix of $X$. The matrix $A_{\text{pca}}^*$ is the rotation satisfying a number of optimality criteria including attaining the minimum of $h_X$, the entropy function of the coefficients $V = A^T X$ defined by [12]:

$$h_X(A) = \sum_{i=1}^n \frac{\hat{\sigma}_i^2(A)}{\sigma_i^2} \log \frac{\hat{\sigma}_i^2(A)}{\sigma_i^2},$$

with $\hat{\sigma}_i^2(A) = E|v_i^T|^2/ \sum_{j=1}^n E|v_j^T|^2$, and $v_i$’s being components of $V$. The maximum number of degrees of freedom (dof) of the shape descriptor $V$ is $n_s - 1$ which is the number of eigenvectors of the sample covariance matrix with non-zero eigenvalues. These eigenvectors span the linear space in which the training samples lie. Therefore, if $m < n_s - 1$, $V$ will be unable to represent legal shapes outside the linear subspace spanned by the training samples.

3 Methods

The abovementioned drawbacks of PCA may be addressed in the best basis selection (BBS) framework described in detail in [9,12]. In this context of shape analysis, the goal of BBS is to find the optimal representation of $X$ in terms of the columns of $A$ which are selected from the components of a library $L$ of overcomplete bases ($|L| > n$). The choice of the library $L$ and the optimization criterion are task dependent. For example, for shape classification, $L$ may be designed to test one or more hypothesis of local shape differences between two populations, while the optimization criterion would encourage the representation of shape in terms of the basis that provides the best clustering [13]. In general, $A$ need not have $n$ columns or constitute a complete basis. However, this will be the case in our work here.

We now direct our attention to the task of estimating $f_X$ given $T$. We assume that $L$ is formed of orthonormal bases, such as the wavelet packets (WP) library [11], briefly explained in Section 3.1. Any complete minimal basis from this library will correspond to a rotation matrix $A_S$. Such a basis can be partitioned into $N$ groups of basis vectors, with each group spanning a subspace $S_i$, and the subspaces $\{S_i\}_{i=1}^N$ mutually orthogonal. The partitioning is decided so that the subspaces $\{S_i\}_{i=1}^N$ will correspond to shape features that can be analyzed independently of the others. One obvious example would be localized shape details, and global shape characteristics. Defining $x^i_p = \text{Proj}(x,S_i)$, we can write

$$f_X(x) = \prod_{i=1}^N f_{x_p^i}(x_p^i).$$

If each of the subspaces in $\{S_i\}_{i=1}^N$ is of low dimensionality, then the independence assumption has effectively decomposed the pdf into the product of marginal pdfs that can be estimated more accurately from the limited samples. Moreover, it improves the generalization ability of the estimated pdf over that
of PCA since the shape descriptor can have up to \(n_x - 1\) dof from each subspace \(S_i\) compared to a total of \(n_x - 1\) dof in PCA. On the other hand, high correlation between \(X_p\) implied by the training samples, may betray the invalidity of this assumption, and therefore suggests that the improved generalization ability of the estimated \(f_X\) comes at the expense of its low specificity (i.e., the estimated \(f_X(x)\) may include invalid shapes). Therefore, we select the optimal basis \(A_S\) according to an information cost that, coupled with a Gaussian assumption on \(f_X\), supports independence of shape projections on the subspace \(\{S_i\}_{i=1}^N\). This criterion is explained in Section 3.2.

### 3.1 The Wavelet Packet Bases Library

Wavelet packets (WPs) form a family of orthonormal bases for discrete functions in \(L^2(\mathbb{R})\) [9]. Dyadic multi-resolution analysis of a signal may be performed by defining wavelet analysis functions \(\{W_k\}_{k=0}^\infty\) associated with an exact quadrature mirror filter pair, \(h(i)\) and \(g(i)\), as:

\[
W_{2i}(z) = \sqrt{2} \sum h(k) W_i(2z - k) \\
W_{2i+1}(z) = \sqrt{2} \sum g(k) W_i(2z - k)
\]

The functions \(W_0(z)\) and \(W_1(z)\) correspond to the mother wavelet and the scaling function respectively.

A wavelet packet basis (WPB) of \(L^2(\mathbb{R})\) is any orthonormal basis selected from the functions \(W_{k,i,j} \equiv 2^{k/2} W_i(2^k t - j)\) [9]. For an analyzed signal of length \(2^K\), each \(W_{k,i,j}\) is identified by the indices

- \(k = 0, \ldots, K\): the scale parameter, where \(K\) is the maximum scale (\(K \leq K_0\)),
- \(i = 0, \ldots, 2^k - 1\): the frequency index at scale \(k\), and
- \(j = 0, \ldots, 2^{K-k} - 1\): the translation index at scale \(k\).

The library of WPs may be organized into a binary tree with each level representing the projection of the signal of the parent node onto two subspaces corresponding to its low frequency component and high frequency details. If each wavelet packet \(W_{k,i,j}\) is represented by a \(2^K \times 1\) vector, we can define

\[
W_{k,i} = [W_{k,i,0} \ldots W_{k,i,2^K-1}]
\]

to be the collection of WPs for all translations at node \((k,i)\) of the tree. If a collection \(\{W_{k,i}\}\) corresponds to to a disjoint cover of the frequency domain, then it forms an orthonormal basis [9]. The discrete wavelet transform constitutes one of these bases. Every such basis will correspond to the leaves of a full binary wavelet packet tree (WPT). There are \(2^{2^K}\) such bases for a binary tree of \(K\) levels. This flexibility can be exploited to select the most efficient representation of a signal according to some information cost.

### 3.2 Best Basis Selection (BBS) for estimating 2D Shape pdf

The shape vector \(X\), may be decomposed into two signals written as column vectors \(X^1 = [x_1, \ldots, x_{n_p}]^T\) and \(X^2 = [y_1, \ldots, y_{n_p}]^T\), with \(X = [X^1^T X^2^T]^T\). We elect to use the same WPB for both signals. Any set \(\{W_{k,i}\}\) forming a WPB of \(\mathbb{R}^{n_x}\) may be written in the form an \(n_p \times n_p\) basis matrix \(B\). The matrix
Fig. 1. Example MRI images with manually outlined corpus callosum contours.

\[
A_{wp} = \text{diag}(B, B) \text{ forms a basis for } \mathbb{R}^n, \text{ and the shape descriptor is } V = A_{wp}^T X = [V_1^T V_2^T]^T \text{ with } V_1 = B^T X^1 \text{ and } V_2 = B^T X^2. 
\]

The goal of the BBS algorithm is to find the matrix \( A_{wp}^* \) attaining the minimum of an information cost functional \( M_X(A) \) that measures the efficiency of the basis \( A_{wp} \) in representing \( X \). Defining the function \( \mathcal{M} \), as a map from real sequences \( \{v_i\} \) to \( \mathbb{R} \), we can now define \( \mathcal{M}_X(A) = \mathcal{M}(\{v_i\}) \), with \( v_i \)'s the components of \( V = A^T X \). Coifman and Wickerhauser [9] proposed a fast BBS algorithm suitable for searching the WP library when \( \mathcal{M} \) is additive, (i.e., 
\[ \mathcal{M}(0) = 0 \text{ and } \mathcal{M}(\{v_i\}) = \sum_i \mathcal{M}(v_i). \] Here, we use \( \mathcal{M}_X(A_{wp}) = h_{X_1}(B) + h_{X_2}(B) \), where \( h_{X_1}(B) \) and \( h_{X_2}(B) \) are defined analogous to equation (1). It can be shown that since \( h_{X_i} \) is an additive information cost for \( i = 1, 2 \) [11], so will \( \mathcal{M} \) be. This choice of \( \mathcal{M} \) will provide the optimal WPB, \( B^* \), and therefore \( A_{wp}^* \), that produces \( V_1 \) and \( V_2 \), each composed of a set of coefficients that are as decorrelated as possible. This basis is called the Joint Best Basis (JBB) [11].

The shape descriptor \( V \) may be decomposed into a collection \( \{v_{k,i}\} \) of WP coefficients with 
\[
v_{k,i} \equiv [(W_{k,i}^*)^T X]^T (W_{k,i}^*)^T \] 
for the set \( \{W_{k,i}^*\} \) which forms the optimal basis \( B^* \). Here, we assume that each \( v_{k,i} \) is independent of \( v_{u,v} \) for all \( (k,i) \neq (u,v) \). With this choice, it can be seen that each \( W_{k,i}^* \) describes one of the subspaces \( S_i \) mentioned above. In the work presented here, each coefficients vector \( v_{k,i} \) is assumed to follow a Gaussian distribution and PCA is applied to estimate this distribution [13].

4 Experimental Results

We compare the estimated shape pdfs generated by PCA basis (PCAB), JBB, and the approach in [10] which will be referred to as WT basis (WTB). We use a dataset composed of 100 manually-outlined corpora callosa contours in mid-sagittal MR images of normal subjects. Landmarks were manually selected by an expert and the contours were then reparametrized by piece-wise constant speed parameterization. We used \( n_p = 512 \), and therefore \( K_0 = 9 \). Example contours from the dataset are shown in Figure 1. More details about the datasets can be found in [10]. For wavelet analysis, we used the Daubechies wavelet with 6 vanishing moments and \( K = 5 \) (5 levels of wavelet decomposition).

Ideally, an estimated \( f_X \) may be evaluated by comparing it with the actual pdf responsible for generating the analyzed shapes. For naturally occurring shapes, the latter, is however, not known. Therefore, we adopt the measures of
Fig. 2. Average generalization (left) and specificity (right) errors for the estimated \( f_X \) by JBB, WTB, and PCAB.

generalization and specificity used in [14]. We do not address the issue of compactness here since our goal is to increase the number of degrees of freedom over that of PCA. PCA will always produce a more compact representation than WTB or JBB for any percentage of the total variance observed in the training samples. Constructing a more compact shape descriptor may be achieved via wavelet shrinkage or the approach in [13] and is subject to future investigations.

We introduce the maximum absolute distance (MAD) across all corresponding points in two shapes as a measure the similarity between them. Cross validation via the leave-one-out method is used for measuring the generalization ability of an the estimated \( f_X \). The generalization error for the left-out sample is defined as the MAD between this sample and its best possible reconstruction using the model. Since each of the tested models is composed orthonormal vectors, the best-possible reconstruction of a shape is found by projecting it on the model’s basis vectors, followed by restricting the coefficients of the basis to be within three standard deviations from the mean as estimated from the training samples. The average generalization error of a model can then be computed over the complete set of trials which involve leaving-out a different sample each time.

To evaluate the specificity, a shape is randomly generated according to the estimated pdf, and MAD is computed between this shape and all available samples, whether used for estimating \( f_X \) or not. The minimum MAD is recorded as the specificity error. The average specificity error is then computed for 1000 randomly generated shapes.

The average generalization and specificity errors for varying number of training samples are shown in Figure 2. JBB and WTB estimates of \( f_X \) have better generalization ability than that of PCAB. On the other hand, the specificity error is higher for both JBB and WTB compared to PCAB. The increase in the specificity error of JBB over that of PCAB is maximum of 9% (with 10 training samples). JBB has better specificity than WTB for 50 training samples or less.

In Figure 3.a, the WPT of JBB for 25 training samples is compared to that of the WTB. The structure of the two trees are similar, although not identical. Some bands in the WTB are split into their two children in the JBB because the coefficients of the children offer a lower entropy. JBB has a total of 10 nodes giving rise to a maximum of 240 dof while WTB has 6 nodes, which gives rise to a maximum of 144 dof. On the other hand PCAB has a maximum of 24 dof.
**Fig. 3.** (a) The JBB tree compared to the WTB tree for 25 training samples. Circles denote the terminal nodes of the WTB. The length of each branch in the tree indicates the amount of entropy reduction achieved by splitting a node into its two children. (b) Zoom-in to the reconstruction of a corpus callosum contour using PCAB and the JBB tree in (a).

To qualitatively evaluate the generalization ability of the JBB prior in this case, in Figure 3b reconstructions of a corpus callosum contour (not used in training) is shown for PCAB and JBB. The JBB reconstruction follows the original contour closely, while the PCAB contour shows some significant differences.

5 Discussion and Future Work

We presented the problem of finding a shape descriptor as a BBS problem in which the goal is to select the optimal basis for shape representation from a very large library of bases. Within this framework of BBS, we demonstrated the use of the WP library for estimating the pdf of shapes of 2D corpus callosum contours. The independence assumption between the wavelet coefficients at different nodes of the selected WPT allows the expression the pdf as a product of lower dimensional pdfs which can easily be estimated from the training samples. This assumption reveals similarities between our approach and that of Staib and Duncan [15], although ours enjoys the advantages of wavelet analysis over Fourier analysis. The assumption is also equivalent to imposing a block diagonal prior on the structure on the covariance matrix of \( V = A_{\delta} X \) [10]. This observation connects our approach to that in [7] and the references therein, which have the effect of imposing some form of a structure on the covariance matrix of \( X \). A key difference is that transforming shapes using \( A_{\delta} \) allows the shape description in a basis for which prior knowledge about shape (e.g., independence between local and global shape) has direct implication on the covariance structure that is not a result of an ad hoc physical or general smoothness model.

As pointed out in the body of this work, with the use of other orthogonal basis libraries and selection criteria, many shape analysis applications can benefit from the approach presented here. With the availability of deformation fields mapping shape to a standard template, the extension of this work to 3D and 4D shapes is straightforward. Usually, such deformation fields are readily available as a product of an image warping procedure, which is essential for establishing automatic correspondence between shapes in 3D and 4D images. The application of this approach for 3D shapes is currently underway. Also, we plan to investigate
other approaches for the grouping of basis vectors rather than using the nodes of the WPT, and approaches to achieve more compact descriptors.
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