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Abstract

This paper presents a four-step training method for increasing the efficiency of support vector machine (SVM). First, a SVM is initially trained by all the training samples, thereby producing a number of support vectors. Second, the support vectors, which make the hypersurface highly convoluted, are excluded from the training set. Third, the SVM is re-trained only by the remaining samples in the training set. Finally, the complexity of the trained SVM is further reduced by approximating the separation hypersurface with a subset of the support vectors. Compared to the initially trained SVM by all samples, the efficiency of the finally-trained SVM is highly improved, without system degradation.
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1. Introduction

Support vector machine (SVM) is a statistical classification method proposed by Vapnik in 1995 [1]. Given \( m \) labeled training samples, \( \{(x_i, y_i) | \hat{x}_i \in \mathbb{R}^n, y_i \in \{-1, 1\}, i = 1 \cdots m\} \), SVM is able to generate a separation hypersurface that has maximum generalization ability. Mathematically, the decision function can be formulated as

\[
d(\hat{x}) = \sum_{i=1}^{m} z_i y_i K(\hat{x}_i, \hat{x}) + b,
\]

where \( z_i \) and \( b \) are the parameters determined by SVM’s learning algorithm, and \( K(\hat{x}_i, \hat{x}) \) is the kernel function which implicitly maps the samples to a higher dimensional space. Those samples \( \hat{x}_i \) with nonzero parameters \( z_i \) are called “support vectors” (SVs).

SVM usually needs a huge number of support vectors to generate a highly convoluted separation hypersurface, in order to well address a complicated nonlinear separation problem. This unavoidably increases the computational burden of SVM in classifying new samples, since it is computationally expensive to calculate the decision function with many nonzero parameters \( z_i \) in Eq. (1).

In this paper, a novel training method is proposed to improve the efficiency of SVM classifier, by selecting appropriate training samples. The basic idea of our training method is to exclude the samples that incur the separation hypersurface highly convoluted, such that a few number of support vectors are enough to describe a less convoluted hypersurface for separating two classes.

2. Methods

2.1. Problem analysis

Support vectors in SVM can be categorized into two types. The first type of support vectors are the training samples that exactly locate on the margins of the separation...
An intuitive method to simplify the shape of the hypersurface is to exclude some training samples, thereby it is possible to separate the remaining samples by a less convoluted hypersurface. To minimize the loss of the classification rate, only the training samples that have largest contributions to the convolution of the hypersurface are preferred to be excluded from the training set. Since the support vectors determine the shape of the separation hypersurface, they are the best candidates to be excluded from the training set, in order to simplify the shape of the separation hypersurface.

Excluding different sets of support vectors from the training set will lead to different simplifications of the separation hypersurface. Fig. 2 presents a schematic example in the two-dimensional feature space, where we assume support vectors exactly locating on the margins. As shown in Fig. 2(a), SVM trained by all the samples has 10 support vectors, and the separation hypersurface is convoluted. Respective exclusion of two different support vectors, SV_1 and SV_2, denoted as gray crosses in Fig. 2(a), will lead to two different separation hypersurfaces as shown in Figs. 2(b) and (c), respectively. SVM in Fig. 2(b) has only 7 support vectors, and its hypersurface is less convoluted, after re-training SVM with all samples except SV_1, which was previously selected as a support vector in Fig. 2(a). Importantly, two additional samples, denoted as dashed circle/cross, were previously selected as support vectors in Fig. 2(a), but they are no longer selected as support vectors in Fig. 2(b). In contrast, SVM in Fig. 2(c) still has 9 support vectors, and the hypersurface is similar to that in Fig. 2(a), even SV_2, which was previously selected as a support vector in Fig. 2(a), has been excluded from the training set. Obviously, the computational cost of SVM in Fig. 2(b) is less than that in Fig. 2(c), while the correct classification rates are the same.

It is usually more effective to simplify the shape of the hypersurface by excluding the support vectors, like SV_1, which contribute more to the convolution of the hypersurface. For each support vector, its contribution to the convolution of hypersurface can be approximately defined as the generalized curvature of its projection point on the hypersurface. The projection point on the hypersurface can be located by projecting each support vector to the hypersurface along the gradient of the decision function. For example, for two support vectors SV_1 and SV_2 in Fig. 2(a), their projection points on the hypersurface are P_1 and P_2. Obviously, the curvature of the hypersurface at point P_1 is much larger than that at point P_2, which means the support vector SV_1 has more contribution to make the hypersurface convoluted. Therefore, it is more effective to “flatten” the separation hypersurface by excluding the support vectors, like SV_1, with their projection points having the larger curvatures on the hypersurface.

2.2. Our training algorithm

By the analysis given above, we design a four-step training algorithm for SVM as detailed below:

Step 1: Use all the training samples to train an initial SVM [3], resulting in \( l_1 \) support vectors \( \{SV_i^{\text{In}}, i = 1, 2, \ldots, l_1 \} \) and the corresponding decision function \( d_1(\tilde{x}) \).
The training samples locating on the margins are the support vectors. Classification is performed for many times (i.e., $10^6$) during training. Notably, $825$ support vectors (denoted by the white triangle in Fig. 3(a)) is applied to a real ultrasound image for tissue classification. As shown in Fig. 3(a), after excluding 50% of initially selected support vectors, the finally-trained SVM has 1330 support vectors, which is only 48% of the support vectors (2748) initially selected in the original SVM; but its classification rate still reaches 95.39%. Compared to 96.02% classification rate achieved by original SVM with 2748 support vectors, the loss of classification rate is relatively trivial. If we want to further reduce the computational cost, we can exclude 90% of initially selected support vectors from the training set. Our finally-trained SVM has only 825 support vectors, which means the speed is triple, and it still has 93.62% classification rate. To further validate the effect of our trained SVM in prostate segmentation, the SVM with 825 support vectors (denoted by the white triangle in Fig. 3(a)) is applied to a real ultrasound image for tissue classification. As shown in Fig. 3(b), the result of our trained SVM is not inferior to that of the original SVM with 2748 support vectors (denoted by the white square in Fig. 3(a)), in terms of differentiating prostate tissues from the surrounding ones.

In the second experiment, we compare the performances of different training methods in reducing the computational cost of the finally trained SVM and also in correctly classifying the testing samples. The five methods are compared; they are (1) a method of slackening the training criterion by decreasing the penalty factor to errors [3]; (2) a heuristic method, which assumes the training samples distributing in a multi-variant Gaussian way, then excludes the “abnormal” training samples distant from the respective distribution centers, and finally trains a SVM only by the remaining samples; (3) a method of directly excluding the initial support vectors from the training set and then training a SVM only by the remaining samples, i.e., our proposed method without using Step 4; (4) Osuna’s method [2]; (5) our proposed method.
method. The performances of these five methods are evaluated in Fig. 4(a), by the number of support vectors used vs the number of correct classifications achieved. As shown in Fig. 4(a), the methods 3–5 are obviously more effective in reducing the number of the support vectors. However, to further reduce the support vectors with limited sacrifice of classification rate, our method has better performance than Osuna’s method, i.e., less support vectors required for the similar classification rate. The classification abilities of two SVMs, respectively trained by Osuna’s method and our method, are further compared here. The SVM trained by Osuna’s method, as denoted by the white square in Fig. 4(a), needs 884 support vectors and its classification rate is 92.93%. The SVM trained by our method, as denoted by the white triangle in Fig. 4(a), needs only 825 support vectors, while its classification rate is 93.62%, higher than 92.93% produced by Osuna’s method, which uses more support vectors (884). Moreover, our trained SVM actually has much better classification ability than the SVM trained by Osuna’s method, once checking the histograms of their classification outputs on the same testing dataset. As shown in Fig. 4(b), the classification outputs of Osuna’s SVM concentrate around 0, which means the classification results of the positive and the negative samples are not widely separated. In contrast, most classification outputs of our trained SVM are either larger than 1.0 or smaller than −1.0. This experiment further proves that our training method is better in keeping the classification ability of the finally trained SVM, after reducing a considerable number of initially selected support vectors.

4. Conclusion

We have presented a training method to increase the efficiency of SVM for fast classification, without system degradation. This is achieved by excluding from the training set the initial support vectors that incur the separation hypersurface highly convoluted. By combining with Osuna’s method, which uses SVRM to efficiently approximate the hypersurface, our training method can highly increase the classification speed of the SVM, with very limited loss of classification ability. Experimental results on real prostate
Fig. 4. (a) Comparing the performances of five training methods in increasing the efficiency of SVM. (b) Histograms of classification outputs on a testing dataset respectively from our trained SVM (black bars) and Osuna’s SVM (white bars).

ultrasound images show good performance of our training method in discriminating the prostate tissues from other tissues. Compared to other four training methods, our proposed training method is able to generate more efficient SVMs, with better classification abilities.
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